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Abstract: Technological advancements focusing on effective and efficient information modeling, visualization, resource tracking, and col-
laboration have gained substantial traction in the architectural, engineering, construction, and facility management (AEC/FM) industry in the
last 10 years. The use of advanced technologies has resulted in safer jobsites hosting more productive project teams building more sustainable
and resilient facilities and infrastructure. Recently, the innovative use of data and analytical approaches has had a major positive effect on a
variety of businesses by incorporating data-driven applications and approaches. However, the AEC/FM industry is still lagging behind many
other industries in leveraging the true power of data. Data analytics concepts and tools integrated with emerging construction trends such as
building information modeling (BIM) have a high potential to revolutionize industry practices. This paper consolidates the record of current
efforts in the AEC/FM body of knowledge (BOK) and body of practice (BOP) that incorporate the use of Data Analytics with common
Technology Trends in various Application Areas. Identifying common subsections of each category, a three dimensional evidenced taxonomy
was developed that maps (1) Data Analytics concepts such as cloud computing and machine learning onto, (2) AEC/FM emerging trends such
as BIM and automation, and (3) existing and potential AEC/FM applications such as safety and progress monitoring. To further expand the
validity of the results and explore opportunities and potential, a survey with the same categorization was developed and distributed among
industry experts. Comparing the results of the exploration of the BOK and the survey illustrated the popularity of BIM among industry
practitioners and in academic research. Also, process efficiency and productivity improvement were the two Application Areas that dem-
onstrated the most potential to benefit from the integration of Data Analytics and Technology Trends. Analysis of the survey results indicated
that, with a 95% confidence level, there is no statistically significant difference among the Technology Trends or Application Areas, as
identified in the literature, that can benefit from Data Analytics. The results presented in this study demonstrate evidence of the revolution-
izing power of Data Analytics in the AEC/FM industry. DOI: 10.1061/(ASCE)CO.1943-7862.0001759. © 2019 American Society of Civil
Engineers.

Introduction

Data has become the backbone of decision-making processes in
almost all industries. The revolutionizing power of insights offered
through Data Analytics has affected the architectural, engineering,
construction, and facility management (AEC/FM) industry as well.
While the AEC/FM industry has been historically slow to adopt
new ways and advanced approaches, it is now moving at a faster
pace to leverage the power of data through technology adoption. In
a recent report entitled The New Age of Engineering and Construc-
tion Technology, McKinsey and Company indicated that “Many
of the best construction-technology tools incorporate data from
both past and ongoing projects into their decision-making algo-
rithms” (Blanco et al. 2017). A considerable positive impact on
decisions made at the corporate, program, and project levels is
achieved through data-informed knowledge generation. As a result,

supplementing the Technology Trends and concepts that are being
established as industry standards, such as building information
modeling (BIM), with data can result in substantial process im-
provements in project execution. According to a recent report by
McKinsey and Company, although project sites now generate a vast
amount of data that is rarely captured, the use of Technology Trends
and digitalization enable firms to improve efficiency, timelines, and
risk management through data collection and analytics (Agarwal
et al. 2016). The use of technology and data-driven applications,
however, is not consistent among industry players. The biggest
gap can be seen between engineering and construction companies
and owners; engineering and construction companies are ahead of
owners in adopting technology (Armstrong and Gilge 2016).

The objective of this research study was to explore the synergistic
potential of and future opportunities for existing Technology Trends
to be integrated with Data Analytics concepts. Considering the in-
consistency of the adoption of technology in construction, the con-
tribution of this study lies in its attempt to discover both existing
implementations and future potential for major players in construc-
tion projects. Toward this goal, recent efforts in both the academic
community and industry were scrutinized in this research. During the
last few decades, researchers have studied new Technology Trends
(Golparvar-Fard et al. 2009; Bosche and Haas 2008; Song et al.
2006; Akhavian and Behzadan 2018). A comparison of the academic
and industry communities illustrates the need for a spark of motiva-
tion for industry to incorporate the use of Data Analytics in order to
realize more of the benefits of implementing Technology Trends.
Such trends include BIM, virtual and augmented reality (VR/AR),

1Graduate Student, School of Engineering, California State Univ., East
Bay, Hayward, CA 94542. Email: smansouri@horizon.csueastbay.edu

2Assistant Professor, School of Engineering, California State Univ.,
East Bay, Hayward, CA 94542. Email: fadi.castronovo@csueastbay.edu

3Assistant Professor, Dept. of Civil, Construction, and Environmental
Engineering, San Diego State Univ., San Diego, CA 92182 (corresponding
author). ORCID: https://orcid.org/0000-0001-9691-8016. Email: rakhavian@
sdsu.edu

Note. This manuscript was submitted on September 27, 2018; approved
on July 3, 2019; published online on December 23, 2019. Discussion
period open until May 23, 2020; separate discussions must be submitted
for individual papers. This paper is part of the Journal of Construction
Engineering and Management, © ASCE, ISSN 0733-9364.

© ASCE 04019113-1 J. Constr. Eng. Manage.

 J. Constr. Eng. Manage., 2020, 146(3): 04019113 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

R
ez

a 
A

kh
av

ia
n 

on
 0

4/
04

/2
0.

 C
op

yr
ig

ht
 A

SC
E

. F
or

 p
er

so
na

l u
se

 o
nl

y;
 a

ll 
ri

gh
ts

 r
es

er
ve

d.

https://doi.org/10.1061/(ASCE)CO.1943-7862.0001759
mailto:smansouri@horizon.csueastbay.edu
mailto:fadi.castronovo@csueastbay.edu
https://orcid.org/0000-0001-9691-8016
mailto:rakhavian@sdsu.edu
mailto:rakhavian@sdsu.edu
http://crossmark.crossref.org/dialog/?doi=10.1061%2F%28ASCE%29CO.1943-7862.0001759&domain=pdf&date_stamp=2019-12-23


simulation modeling, and robotics and automation (Golparvar-Fard
et al. 2011; Feng et al. 2013; Akhavian and Behzadan 2015a;
Castronovo et al. 2013; Mastrolembo Ventura and Castronovo 2018)
with applications in different areas, such as safety or productivity
improvement (Wood 2016; Marr 2016). Recent research has indi-
cated that although Data Analytics is gaining traction in the construc-
tion industry, its applicability could be truly recognized and
amplified through emerging trends such as BIM, cloud computing,
smart buildings, and augmented reality (Bilal et al. 2016b). While
studying such integrations sheds light on areas with an abundance
or a lack of research in the academic research community, it also
helps practitioners identify existing promising technological frame-
works and potential future approaches to benefitting from data-
integrated technologies.

In this research study, a taxonomy of published studies that uses
Data Analytics concepts along with Technology Trends for specific
Application Areas in construction was developed. The depth of the
review and the breadth of the range of different publications in-
cluded in this study make it a valuable knowledge base for future
research in these areas. In addition, a survey was developed and
distributed among industry practitioners in order to gauge their
opinions regarding the synergy between Technology Trends and
Application Areas. Finally, the results obtained from the academic
literature exploration and the industry expert opinions were quan-
titatively analyzed in order to compare and contrast the insights
from these two schools of thought.

Methodology

The academic and industry communities in the AEC/FM field are
known to be segregated in their views and in the level of adoption
of Data Analytics and technology (Leite et al. 2016; Blanco et al.
2017). As a result, in this study these two groups were evaluated by
separate tools, although similar measures were used to perform the
evaluation. This allowed a systematic assessment of whether and to
what extent such a gap exists. The first tool was a systematic liter-
ature exploration, which was used to investigate publications that
focus on the use of predetermined Data Analytics concepts in con-
junction with a set of specific Technology Trends in particular
Application Areas. The three identified sets of (1) Data Analytics,
(2) Technology Trends, and (3) Application Areas were then used
to design a second tool, a questionnaire for survey research, given
to construction experts.

In this section, the literature exploration process is described and
the results are presented. Next, the industry survey design and
methodology are presented, along with the survey results. The
two phases of this research, that is, the literature exploration and
the industry survey, were independent in nature. A preliminary lit-
erature review revealed many AEC/FM areas of high demand in
terms of Technology Trends that can leverage Data Analytics to
benefit specific Application Areas. These identified concepts were
then used in the two phases. Highlights of the first phase were then
compared to the second phase in order to explore the extent of the
gaps and similarities.

Literature Exploration

In the first step of the methodology, three dimensions, which con-
sisted of Data Analytics, Technology Trends, and Application
Areas, were defined, and a set of related concepts was identified
in each dimension. The first dimension includes prevalent Data
Analytics concepts such as big data, predictive models, and clus-
tering algorithms. In determining the components of the Data
Analytics dimension, the significance and prevalence of the factors

in other research domains such as computer science were consid-
ered as well. Likewise, components currently being investigated in
the industry were also included (Wood 2016; Marr 2016). For the
second dimension, Technology Trends, concepts were identified
that have the potential to be integrated effectively with Data
Analytics. Finally, the last dimension, Application Areas, represents
the areas with the most potential to be affected by the integration of
Data Analytics and Technology Trends, according to recent re-
search studies (Armstrong and Gilge 2016; Agarwal et al. 2016;
Blanco et al. 2017). Fig. 1 shows the components of each dimen-
sion that were used and mapped onto each other in order to discover
the research studies in their intersections.

In developing these dimensions and the associated components,
an attempt was made to maintain a level of detail that was neither
too fine-grained nor too coarse. For example, machine learning is a
component that encompasses predictive models, regression models,
classification models, and clustering algorithms. However, predic-
tive models, for example, are not necessarily based on machine
learning concepts (Friedman et al. 2001). The Technology Trends
and Application Areas chosen were those that have most frequently
been integrated with Data Analytics concepts, per an initial liter-
ature screening. For example, three-dimensional (3D) printing is
indeed a technology trend, but it is not included, because, to the
best of the authors’ knowledge, it has not been frequently integrated
with Data Analytics concepts in the existing literature. In addition,
data management is a concept that could have been included under
Data Analytics, but it was considered as part of the data analysis
component. ASCE’s technical council on computing and informa-
tion technology (TCCIT) and its data sensing and analytics (DSA)
and visualization, information modeling, and simulation (VIMS)
committees have also identified all these Technology Trends
among those affecting grand challenges in the AEC/FM industry
(Golparvar-Fard et al. 2013, Leite et al. 2016).

A large number of published research studies related to the de-
fined dimensions were explored by means of a comprehensive key-
word search of specialized journals and conference proceedings,
such as the ASCE Journal of Computing in Civil Engineering
and the Elsevier Science Journal of Automation in Construction,
as well as search engines, such as Google Scholar and Engineering
Village. To find more relevant papers, once an article was selected,
the bibliography of the article was also scanned. This significantly
increased the number of papers investigated and enriched the
database.

Delimitation of the Literature Exploration

The process of literature exploration in this research involved only
publications that included the identified Data Analytics, Technol-
ogy Trends, and Application Areas, and all the papers identified
were published between the years 2001 and 2018. Ample research
was found that focuses on one of the aforementioned categories; for
instance, Bradley et al. (2016) discusses some aspects of BIM as a
technology trend but does not contain any information pertaining to

Data Analytics Technology Trends Application Areas
a. Big Data 1. BIM 1. Safety
b. Data Mining 2. Automation 2. Productivity
c. Data Analysis 3. AR & VR 3. Sustainability
d. Predictive Models 4. Simulation Modeling 4. Process Efficiency 
e. Regression Models 5. Laser Scanning 5. BLM
f. Classification Models 6. Sensing & Monitoring 6. Lean Construction
g. Clustering Algorithms 7. Progress Monitoring
h. Cloud Computing

Fig. 1. Components of the three dimensions defined for the taxonomy.
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the other two dimensions, Application Areas and Data Analytics.
Another example is a publication is that only focuses on safety,
which was one of the identified Application Areas, but does not
include the implementation of Data Analytics and Technology
Trends as part of the research (Fang et al. 2006).

Industry Survey

The survey was designed using Google Forms as the questionnaire
tool and was sent out to more than one hundred industry experts in
the United States. The target industry experts were chosen from
construction companies with a track record of incorporating
advanced technology in their projects. The questionnaire consisted
of seven questions and was expected to take no more than 10 min to
complete. At the beginning of the questionnaire, a definition was
provided to ensure the consistency of participants’ understanding
and reduce potential bias: “Data Analytics in this study, refers to
examining raw data collected from or for construction projects to
develop data-driven insight, make decisions, or draw conclusions
for planning, execution, management, and control.” The first two
questions sought information about the participants’ current posi-
tions and industry experience in order to explore their profiles.
The third question inquired about participants’ experience with
Technology Trends. Questions 4 and 5 presented Likert scale
choices for participants to express their level of agreement regard-
ing the effectiveness of Data Analytics concepts when integrated
with Technology Trends and the Application Areas identified in the
academic literature search, respectively. The Likert scale choices
were assigned numeric values as follows: strongly disagree = 1;
disagree = 2; neither agree nor disagree = 3; agree = 4; and strongly
agree = 5. Question 6 collected ordinal data about existing barriers
that prevent the widespread adaption of Data Analytics. In other
words, the goal of this question was to identify obstacles that pre-
vent Data Analytics from being used in the construction industry to
its full potential, as it is being used in various other industries. The
last question was an open-ended question that provided an oppor-
tunity for participants to add their comments and provide us with
their feedback.

Participant Profiles

Out of the more than 100 industry experts invited to participate,
55 responded to the survey. The survey was distributed to construc-
tion companies that are known for their tendency to adopt advanced
technologies in their projects. Because the survey was distributed
to employees of these companies, the number of people who re-
ceived the survey is not precisely known. No data was collected
regarding the location of the participants, but all the invitees were

from the United States. Data on the participants’ backgrounds and
their experience with technology are presented in Figs. 2 and 3,
based on responses to the first three questions. As shown in Fig. 2,
more than 40% of the participants were project managers or assis-
tant project managers. Also, 57% of them had 10 or more years of
experience in the construction industry. According to Fig. 3, the
participants’ responses to the question about their experience with
Technology Trends showed that BIM has the highest degree of im-
plementation at 52%, while simulation modeling and AR/VR, at
only 11%, had been rarely deployed among this sample. Responses
to the technical questions about the integration of Data Analytics
concepts and Technology Trends are presented in the next section.

Results

Literature Exploration Results

A taxonomy consisting of components in the three dimensions of
Data Analytics, Technology Trends, and Application Areas was de-
signed and presented as a coded grid in order to classify the iden-
tified papers and present the results of the literature exploration.
The designed taxonomy is shown in Fig. 4. The Technology Trends
and Application Areas were assigned to the horizontal and vertical
axes of the grid, respectively. The horizontal axis was marked with
numbers from 1 to 6 and the vertical axis was marked with number
from 1 to 7; the numbers were associated with the components
of the dimensions as shown in Fig. 1. For instance, a “1” on the
horizontal axis, refers to BIM from the Technology Trends com-
ponents, and a “1” on the vertical axis refers to safety from the
Application Areas components. The Data Analytics components

Fig. 2. Participants’ positions and construction experience.

BIM
51%

Automation
27%AR or VR

11%

Simulation 
Modeling

11%

Laser Scanning
27%

Sensing
25%

Fig. 3. Participants’ technology experience.
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were assigned to each cell using letters as shown in Fig. 1. For
instance, the letter “a” refers to big data from the Data Analytics
components. The shading indicates the level of implementation of
Data Analytics with Technology Trends to solve problems in the
different Application Areas. The darker a cell is, the higher the fre-
quency of studies on that particular conjunction of the three dimen-
sions. In this coded grid, certain categories can be extracted by their
alphanumeric codes. The first character of each code is the letter
corresponding to the Data Analytics component in Fig. 1. The
two other characters are the numbers corresponding to the Technol-
ogy Trends and Application Areas in Fig. 1. For instance, a-1-1
refers to a study that uses big data and BIM for project safety.
All publications and category codes are shown in Table 1. There-
fore, this taxonomy summarizes the current state of knowledge in
the AEC/FM industry regarding the combination of Data Analytics
and Technology Trends for specific Application Areas and shows
the amount of research identified in each area.

According to the taxonomy shown in Fig. 4, within the dimen-
sion of Technology Trends, the BIM category has the highest
potential for integration with Data Analytics concepts. In the di-
mension of Application Areas, process efficiency has benefited
the most from Data Analytics techniques, especially when com-
bined with BIM or sensing and monitoring.

Survey Results

When asked about their level of agreement with the effectiveness
potential of integrating the identified Technology Trends with Data
Analytics concepts, the majority of the survey participants agreed
or strongly agreed regarding BIM, which scored 4.02 out of 5 based
on the Likert scale values described previously. AR/VR had the
lowest score, 3.55 out of 5. The participants were also asked about
Application Areas that could be positively affected by the integra-
tion of Technology Trends with Data Analytics concepts. In this
case, the majority agreed or strongly agreed that productivity could
be the most positively affected application area as a result of such
integration among the areas identified, with a score of 4.26 out of 5.
The answers to this question indicated that building lifecycle man-
agement (BLM) has the lowest potential to be positively affected by
such integration, with a score of 3.81 out of 5. Figs. 5 and 6 show

the scores and standard deviations for all six Technology Trends
and seven Application Areas identified.

In response to Question 6 on barriers to the widespread adoption
of Data Analytics in construction, the majority of the participants
selected the “Lack of Training for the Personnel” as their first or
second choice. “Technology-Averse Practitioners” was another im-
portant barrier from the participants’ standpoint, while “Lack of
the Need for It” was the least important barrier. Fig. 7 presents the
results for this question. The horizontal axis shows the rankings of
the barriers and the vertical axis indicates the percentage of the re-
sponses associated with the ranking.

The last question—the open-ended question—included some
valuable information. One response stated: “I believe using newer

Technology Trends 

1 2 3 4 5 6
A

pp
lic
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n

1 (a) (h) (a) (b) (f) (d)

2
(h) (a) 

(c) 
(c) (d) (f) (d) (d)

3 (c) (c) (h) (b) (a)

4
(a) (f) 

(h)
(c) (d) (f) (h)

(a) (b) 
(d)

5
(a) (h) 
(c) (b)

(g)

6 (c) (f) (c) 

(b) (f) (c) (b)
(f) (d) 

(g)

M
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Legend

Fig. 4. Taxonomy of the study of the three dimensions.

Table 1. Category codes for the developed taxonomy and the
corresponding publications

Category Citation

a-1-1 Han et al. (2012)
a-1-2 Mao et al. (2007) and Jiao et al. (2013)
a-1-4 Bilal et al. (2016a)
a-1-5 Jiao et al. (2014)
a-1-5 Lin et al. (2016)
a-4-1 Akhavian and Behzadan (2015b)
a-4-3 Sanyal and New (2013)
a-6-4 Bilal et al. (2016a)
b-1-5 Dávila Delgado et al. (2015)
b-1-7 Turkan et al. (2012)
b-3-7 Golparvar-Fard et al. (2009)
b-4-1 Liao and Perng (2008)
b-4-3 Akhavian and Behzadan (2014)
b-6-4 Soibelman et al. (2004)
c-1-2 Jardim-Goncalves and Grilo (2010) and Grilo and

Jardim-Goncalves (2010)
c-1-3 Akbarnezhad et al. (2014)
c-2-3 Tabachnick and Fidell (2007)
c-1-5 Akbarnezhad et al. (2014) and Bryde et al. (2013)
c-1-6 Arayici et al. (2011)
c-2-2 Zhai et al. (2009)
c-2-4 Cheung et al. (2012)
c-2-6 Arayici et al. (2011)
c-2-7 Han and Golparvar-Fard (2015) and Golparvar-

Fard et al. (2011)
c-4-3 Akhavian and Behzadan (2013)
c-5-7 Bosché (2010)
c-5-8 Tang et al. (2011) and Zhang et al. (2016)
d-2-2 Kim and Soibelman (2002)
d-2-4 Feng et al. (2013)
d-4-2 Akhavian and Behzadan (2016)
d-5-7 Shen et al. (2013)
d-6-1 Han et al. (2012)
d-6-2 Akhavian and Behzadan (2016)
d-6-4 Akhavian and Behzadan (2016)
f-1-4 Liu et al. (2016)
f-1-6 Ahn et al. (2012)
f-1-7 Dimitrov and Golparvar (2014)
f-4-2 Akhavian and Behzadan (2015a)
f-4-4 Mahfouz (2009)
f-5-7 Turkan et al. (2012)
f-6-1 Gonsalves and Teizer (2009)
g-4-5 Chang and Tsai (2013)
g-5-7 Zhang et al. (2016) and Chai et al. (2016)
h-1-1 Park et al. (2016)
h-1-2 Grilo and Jardim-Goncalves (2011)
h-1-4 Redmond et al. (2012)
h-1-5 Jiao et al. (2013)
h-2-3 Rawai et al. (2013)
h-5-4 El-Omari and Moselhi (2008)
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technology will enhance construction [processes] and Data Analyt-
ics will make it more precise.” Another response stated: “In retro-
spection of the integration of ‘Data Analytics,’ it must rest on
the sophistication of the person or team in charge of the project.
Moreover, the investment growth of the project and the coordination
with other current or near future infrastructure surrounding the
project are paramount to its implementation.” A concern was men-
tioned in another response, which stated: “These technologies can

undoubtedly make the industry more efficient and it is difficult to
do this without Data Analytics but it threatens to displace and affect
many individuals in the industry and their job security.”

Comparative Analysis

Responses to Questions 4 and 5 addressed the level of effectiveness
of the integration of Technology Trends and Data Analytics con-
cepts and the most positively affected Application Areas. In order
to compare the results obtained from the literature exploration to
these responses, a two-step verification and validation statistical
analysis was performed. The verification step leveraged the power-
ful one-way analysis of variance to test the responses received in the
industry survey with regard to the assumptions made in the literature
exploration. ANOVA tests the null hypothesis that the means of dif-
ferent groups are all equal and determines the possibility of the ran-
dom error effect (Kao and Green 2008). If the average between the
score of different Technology Trends (Application Areas) relative to
the average within the individual Technology Trends (Application
Areas) was high, the F statistics would go up. In this case, there
would be a higher chance of rejecting the null hypothesis. The
F statistics obtained were compared to the critical value using the
available F tables in statistics textbooks in order to reject the null
hypothesis if the F-test statistics > FCV (critical value).

In the validation step, the results of the literature exploration
were assessed through a standard Student’s t test. In this process,
pairwise t tests were performed between the highest ranked tech-
nology trend/application area component in the literature explora-
tion and all the other components in the group. This step was to
evaluate whether the technology trend/application area component
that had the highest promise for effective integration/results was
statistically significantly higher than all the other components in
its group from the industry experts’ standpoint. In the first phase
of this research and as a conclusion of the literature exploration,
BIM was selected as the most promising technology trend for ef-
fective integration with Data Analytics. Therefore, the research
team selected BIM and compared it with all other Technology
Trends in a pairwise fashion. The same procedure was followed
for process improvement as the application area that had the most
potential to be positively affected by this alliance. In this study, the
term BIM refers to the “modeling technology and associated set of
processes to produce, communicate, and analyze building models,”
as described by Eastman et al. (2011).

Fig. 5. Technology trends scores based on participants’ responses
(Question 4).

Fig. 6. Application areas scores based on participants’ responses
(Question 5).

Fig. 7. Barrier rankings versus the percentage of participants ranking the barrier (Question 6).
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For the ANOVA, the null hypothesis was set asH0: all population
means are equal. With a 95% confidence interval (α ¼ 0.05), the
hypothesis was tested and the results were as follows. For Technol-
ogy Trends, F ¼ 1.53 and FCV ¼ 2.24; therefore, the decision was
to not reject the null hypothesis. For Application Areas, F ¼ 1.67
and FCV ¼ 2.12; therefore, the decision was to not reject the null
hypothesis. The results of the Student’s t test are shown in Tables 2
and 3. The null hypothesis here was H0: the two means are equal.
The confidence level was 95% (α ¼ 0.05). The t critical value was
1.98 for both Technology Trends and for Application Areas.

Discussion of Results

This section presents the insights obtained from the different por-
tions of the analysis in this study. First, the results of the research
literature exploration are discussed. Next, the results of the survey
are discussed, followed by a discussion of the comparative analysis
that was performed. Furthermore, recommendations for research,
potential for implementation, and potential barriers are provided
in each subsection.

Literature Exploration

A lack of research and an abundance of opportunities in some areas
can be clearly observed by reviewing the developed taxonomy,
shown in Fig. 4. BIM (No. 2 under Technology Trends) showed
the highest potential among the Technology Trends for integration
with Data Analytics concepts in all Application Areas. This was
expected because of the relative maturity of BIM-related research,
which includes a wide variety of concepts, processes, and tools,
including 3D modeling and four-dimensional (4D) simulation, con-
structability analysis and clash detection, and related software
packages and respective add-ons. Productivity (No. 2 in Applica-
tion Areas), process efficiency (No. 4 in Application Areas), and
BLM (No. 5 in Application Areas) were the highlights of the tax-
onomy among the Application Areas that could benefit from such
integration. Automation and simulation modeling are the runner-up
Technology Trends in the taxonomy and their popularity can be
attributed to the broad range of concepts that can be associated with
their definitions. However, very few existing research studies have
attempted using AR/VR with Data Analytics concepts in order to
achieve better results. This can be justified by the fact that, in order
for applications of AR/VR to be integrated with and benefit from
advanced Data Analytics concepts, computer vision could serve as
a viable approach; however, incorporation of AR/VR with com-
puter vision and Data Analytics concepts is still a subject of

ongoing research in computer science and related engineering
fields (Alhaija et al. 2018). This is an important area of research
that can be leveraged, considering recent advancements in visuali-
zation frameworks. This finding reveals the demand for research
studies that leverage visualization techniques through an integrated
framework of AR/VR and Data Analytics.

From the Application Areas standpoint, process efficiency had
the highest number of publications overall that focused on using
Data Analytics concepts with Technology Trends. Efficiency is an
area of research that has made considerable positive impacts on
other fields, such as health care (Bates et al. 2014), management
sciences (Marr 2015), and finance (Cao et al. 2015). As a result,
it is not surprising that such a trend exists in AEC/FM research,
seeking to help improve efficiency. Reducing inefficiency through
lean principles was separately studied in this literature exploration;
this topic was much less apparent in the existing literature. There
is still a huge potential for transforming traditional methods of
applying lean construction methods, such as pull planning, using
Data Analytics.

Survey Results

The results obtained from the survey demonstrated that the majority
of the respondents, representing the industry in this research, en-
dorse the capabilities of Data Analytics concepts in combination
with the Technology Trends in all the identified Application Areas.
However, the weight given to BIM was higher than that given to all
the other areas, as was the case in the literature exploration. While
this can be attributed to the major implementation of BIM concepts
in the industry, it is worth mentioning that AR/VR, which is usually
used to visualize information models, does not have the same
popularity, according to this survey. This similarity—the popularity
of BIM versus the lower potential of AR/VR as seen in both the
responses of the industry experts as well as in the research
community—is an interesting finding of this study.

As far the Application Areas are concerned, from the industry
professionals’ standpoint, productivity has more potential to be en-
hanced through data-enabled technology than all the other identi-
fied areas. While productivity does not have a single definition in
construction, the industry is univocal in the fact that productivity
requires a boost and that this study shows that it is possible through
technology that is enhanced by data. This is in line with recent re-
ports published by major management consulting firms in the US
regarding the construction industry (Armstrong and Gilge 2016;
Agarwal et al. 2016; Blanco et al. 2017). BLM, however, shows
the lowest potential to be affected by the alliance of data and tech-
nology, according to the participants in this survey. This, to a large
extent, could be the result of a lack of technology-enabled appli-
cations for facility management (Pärn et al. 2017).

In terms of barriers to the adoption of Data Analytics, the AEC/
FM literature was in line with the results obtained from the survey.
For instance, Eadie et al. (2013) indicated that the cost of imple-
menting BIM is one of the barriers to a widespread technology
adoption in the industry. The survey results for Question 6 also re-
vealed that the majority of the respondents ranked “Lack of Train-
ing for the Personnel” first among the barriers. This was followed

Table 2. Pairwise Student’s t test summary for BIM versus other
Technology Trends

Technology
trends Automation AR/VR Simulation

Laser
scan Sensing

t statistics 1.79 2.70 1.26 1.28 1.57
Null
hypothesis

Not
rejected

Rejected Not
rejected

Not
rejected

Not
rejected

Table 3. Pairwise Student’s t test summary for process improvement versus other Application Areas

Application areas Safety Productivity Sustainability BLM Lean Progress monitoring

t statistics 0.41 1.29 0.83 1.24 0.90 0.62
Null hypothesis Not rejected Not rejected Not rejected Not rejected Not rejected Not rejected
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by “Technology-Averse Practitioners,” which has been previously
identified as a barrier in the literature.

Comparative Analysis Results

The purpose of this analysis was twofold. First, ANOVAwas used
to see if there was any significant difference between the Technol-
ogy Trends and Application Areas identified in the survey, taken
from the participants’ viewpoints, for Questions 4 and 5. Second, a
Student’s t test was used to compare BIM to all other Technology
Trends and to compare process efficiency to all other Application
Areas. This was because these two components appeared most
often in the literature, according to the taxonomy shown in Fig. 4.

The ANOVA test revealed that no statistically significant differ-
ence existed among the Technology Trends identified in the liter-
ature with regard to their effectiveness in integration with Data
Analytics concepts, based on the industry survey responses. A sim-
ilar trend was observed in the results of the ANOVA test on the
industry survey responses for Application Areas. This confirmed
the veracity of the choices extracted from the literature. It also in-
dicated that the research community and industry professionals
have similar evaluations of the effectiveness of the integration of
data-driven decision-making strategies for different applications
in the industry. This may also be an indication of academic support
and industry willingness to implement Data Analytics with Tech-
nology Trends in the industry.

In the pairwise Student’s t test, BIM did not show any signifi-
cant difference when compared with the other Technology Trends
except for AR/VR. BIM had the highest score in the industry sur-
vey in addition to being the most implemented component accord-
ing to the taxonomy of the literature exploration results. This result
is particularly interesting, because it is another confirmation that,
relative to a trend such as BIM, AR/VR has not shown as much
potential for success in integrated data-enabled or data-driven
frameworks. This is in line with the results obtained in the literature
exploration. Among the Application Areas, the process improve-
ment score showed no significant difference relative to the other
components when compared pairwise, which is another reason
to believe that all the identified areas have high potential for dis-
ruption as a result of technology–data integration.

Conclusions and Future Directions

In this research study, Data Analytics concepts, Technology Trends,
and Application Areas were the three main areas of focus in review-
ing the existing literature and conducting an industry survey within
the AEC/FM community. The detailed analysis provides a simple
yet comprehensive knowledge base for pinpointing relevant re-
search studies in the prevalent Data Analytics areas that use trending
technologies for common applications. The knowledge base simpli-
fies the process of finding relevant academic studies discussing the
emergence of the identified Technology Trends and Data Analytics
concepts in major construction Application Areas. The visualiza-
tions, tabulations, and electronic navigation provided facilitate the
pinpointing of areas of research that have greater potential for fur-
ther investigation. Finally, the evaluation of the results of the liter-
ature exploration through the industry survey further endorsed the
implications of the literature exploration in practice.

The AEC/FM community has established a strong connection
between specific technological trends and Application Areas, such
as building information modeling and productivity, and Data Ana-
lytics concepts. As a result of the ongoing digital transformation
of the industry, similar robust integration is expected between Data
Analytics and Technology Trends in various Application Areas as

discussed in this paper (McGraw Hill Construction 2014). How-
ever, in this study, the authors spotlighted future research directions
that the community can take. Such directions go beyond the inter-
section of BIM and productivity and Data Analytics. For example,
the gap between lean construction and Data Analytics offers vast
research potential. By performing advanced data analysis on con-
struction data, such as the number and nature of requests for infor-
mation (RFI), change orders, and cash flow data, the AEC/FM
industry has the potential to improve the decision-making process
and minimize waste, as defined by lean principles (Forbes and
Ahmed 2010), from construction processes. Furthermore, this
study illustrates the necessity of further investigations on AR/VR,
because both the survey and literature exploration results indicated
that there is lack of work in this area and room for exploring the
potential of AR/VR integrated with Data Analytics concepts.
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